Lessons Learned from Objective and Subjective Data
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Okay. So when you talk about lessons learned and how to approach things, there’s something we’re calling objective and subjective data.
**Objective and Subjective Data**

Objective data are facts related to an incident.

Subjective data are based on perception, assumption, and feelings.

---

**007 Right. Objective, subjective.**

We’re calling objective data facts and/or maybe statistics related to an incident. And subjective data are based on perception, assumptions and feelings. Kind of a way to gauge things. Some things are just straight up, right, how many hosts were compromised, that sort of thing. And then subjectively you might have a scale of some sort to deal with.
Objective Data

Metrics on the incident response and forensic processes provide valuable insight.

Capability and performance

• What was the total cost of the incident response?
• How many hours were worked on each process?
• What was the timeline of the incident response, forensic analysis?

Incident Data

• How many systems were affected?
• What indicators were identified or missed?
• What could have prevented the incident?

**008 Right. Objective data. We’re talking metrics on the incident response. Forensics processes. And a lot of this can help you improve capability and performance. What was the total cost of the incident response? This is where that well organized documentation will come into play at the end of it. You don’t want to get to the end of it and you’re trying to figure out how much cost in man hours, how much new equipment had to be purchased and you’re running around trying to find maybe receipts or something like that. You don’t want that to happen at the end of this. So organization at the beginning will help you and
maintaining that organization throughout is key.

How many hours were worked on each process? What was the timeline of the incident response and forensic analysis? That's relatively simple. Should be, you know, the start date and stop time.

So for incident data, how many systems were affected? What indicators were identified or missed? Right. You want to talk about your misses as much as you want to talk about your successes on this. That's what's going to get you better. You learn more from your mistakes, as many of you may have heard. So this is a great time to point them out. Like I say, it's a non-attribution environment. You're not trying to get people in trouble or saying, "So-and-so from so-and-so's team didn't do this right. They missed it. It's their fault." It's not that. Why is it that that group or that team or that person, did they miss it because of the process or the procedure or the checklist didn't ask him or her to do so? Or if they did, is it a training issue? They just skipped around the checklist and they weren't very thorough? So this is where you want to identify that.

And then what could have been prevented--I'm sorry--what could have prevented the incident? Sometimes you want to look at it from that. We talked about that attack chain, right? You start out with your numeration and you do
your exploitation. And there's phases within that attack chain and part of the defense side of things is you want to try to break that attack chain if at all possible. If you can prevent something from continuing past a certain point in that attack chain, the defense can consider that a success, a win.

So in looking back at the incident, if you can figure out, "Oh, well, if we never did give the insider access to these folders that he or she should never have seen to begin with, they would never have stolen what they stole." That sort of information is key too during your lessons learned. If you can find out where certain parts could've stopped the incident, this is a great time to talk about it and maybe implement remediation.
Subjective Data

Assessing performance subjectively can help identify performance issues or potential efficiency increases.

Team Performance

• Was the team adequately prepared and trained?
• Is the team structure effective?
• Was communication and reporting sufficient for stakeholders?

Incident Response

• Is the IR plan sufficient?
• Are there better/different tools that would increase efficiencies?
• Where could processes/procedures be improved?

**009 So subjective data. Right. Assessing performance objectively can help you identify performance issues or potential efficiency increases that you can get. Although these are "yes/no" type questions. Generally when you're talking about, "Was the team adequately prepared and trained?" you can say, "Yes," and/or "No. However--" and you could talk about how much better they could've been had this been the case. Is the team structure effective? Or maybe a more, a better question, might be, "How effective was the team structure?" And you talk about amongst the team and other people, the relevant
stakeholders, was communication and reporting sufficient for stakeholders? Right. You talk to the stakeholders and you find out. "Hey. We gave you this much stuff. We tried to give you this much lead time on information. Was this enough? Would you appreciate more, or was it more than enough?" And can we chip that down a little bit so we can do other things in the meantime?

During the incident response, right, is the IR plan sufficient? Was things that were missed, is it a gap in your process and your procedures in the IR plan, or was it missed because of a person missing it?

Are there better/different tools that would increase efficiencies? Right. You find out that a tool you’ve been using for quite a while is now semi-obsolete because of the new operating system or our new patch that happens to make your tool ineffective. This is the time to bring that up and talk about that.

Where could processes and procedures be improved? Same thing, right? Part of the IR plan. Part of the digital forensics checklist that you have. This is a great time to bring them out and say, "Yep. This was good. This one worked fine. This one did not." And you start talking about how you can fix them.
Notices
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