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Phase 2: Detection and Analysis

- Detection Inputs
- Hardware and Software
- Log Analysis
- Network Flow Data
- Correlation
- Declaring an Incident
  - Most important step to plan
  - Define the “trip-wires” for declaration
  - Who makes the declaration?
  - What are the expected immediate actions upon declaration compared to other events?

**024 Instructor: So now that we've gone through the preparation phase, now we've entered into the detection analysis phase, and to be honest with you, this is probably the phase that is taking place most regularly in your organization. These are the actual people sitting in their chairs, monitoring the organization to make sure that incidents are not happening, that events are taking place as expected.

So what we're going to talk about here a little bit more detail are the kind of inputs their people are looking for and the tools that they need to have at their ready disposal, so that way they can understand if an event is taking place.
**025 Let's talk about detection first. You're going to really want to understand what kind of traffic you have coming into your system. This can be done in a whole number of ways. Really what you want to do though is to make sure that the people are looking carefully for abnormal events taking place, regardless of the tool that they may be looking at. Some of this may be automated.

For example, maybe you have an intrusion detection system or an intrusion prevention system that's set up. Now, there's some critical decisions that you need to make here in terms of setting up something like that. You can easily dial up the sensitivity of those tools to a point where they're going to actually inhibit some actions taking place in your
system, and those actions may be quite regular. So there’s going to have to be some kind of analysis or risk assessment to make sure that your IDS and IPS is operating, such as it’s being effective for you but it’s not interfering with your organization too much. It’s okay to have a hiccup every once in a while, but to be honest, if it’s shutting down your business to a point where it’s actually inhibiting production, it may be a problem.

**Hardware You May Need**

- Hubs, Taps, Span Ports (switch)
  - Depends on size, process supported, and needs of the team
- Forensic tools (write blockers), cables, dedicated systems
- If you add rack-mounted sensor hardware, ensure you have enough space, power, HVAC, etc.
- Extra cables, adapters, hard drives, accessories, etc.

**026** Here’s a list of some hardware tools that you may need to provide to your folks, and I’m not going to go through this exhaustively, but what I want to call to mind here is the idea that no matter what you bring to the table in terms of this hardware, it’s going to need maintained. So you’re going to have
to have your people trained such that they can maintain it and operate it properly.

**Software You May Need**

- Sensor/IDS/IPS (Snort, SourceFire, Fidelis)
- Correlation tools (ArcSight, OSSIM, Splunk)
- Forensics (Encase, FTK, dd, Sluethkit, etc.)
- Front-end database tools (BASE for Snort)

**027** The same thing goes for software. Now, once again, this software may change, especially over time when you get new tools in and old ones leave, which is fine. But regardless of what you’re doing, whether you’re trying to sense or whether you’re correlating data or whether you’re collecting forensic data, all this stuff needs to be maintained, and once again, needs to be operated properly. This goes to saying that your people need to be trained to know how to use the materials that are available to them.
Log Analysis - 1

- Ensure you have a Log Retention Policy.
- Many organizations fail to review their logs, because it takes time and resources.
  - Utilize automation where possible.
- Most network components have logging capability.
  - Make sure they are getting reviewed by someone.
  - Ensure that person/group understands the impact.

**028 Now, let’s talk a little bit about logs. I talked about the fact that you’re going to have a lot of traffic coming into your organization and leaving as well. That’s a lot of data, if you think about it. You’re going to want to think about how long you’re going to actually retain that data. It costs money. It’s going to take some resources. Maybe not a lot, but over time it could become cumbersome. So you’re going to think about how long you retain that information. Similarly, you’re going to think about who’s reviewing these logs.

Now, a lot of organizations have trouble doing this, because let’s face it, it takes time, it takes money. So try to automate wherever you can. Also, you want to think about what components in your organization are
actually doing the logging, and what kind of data are they collecting? Your people need to know and understand how to assess that data and get meaningful information out of it.

Log Analysis -2

- If you can, take a random sample of log data.
  - Look for anomalous activity.
  - Use a correlation tool if you have one available.
  - Automate the process where possible.
  - Any investment is better than having nothing.
- Consider a centralized logging solution.
  - You may not know where to look otherwise.
  - Be selective in choosing data and think about the information you gain from it.

**029 Now, some things that may help you could be sampling, for example. I may look specifically at just trends or activities that may not otherwise be indicative of normal operations. You could also have tools that actually help you correlate the data. Whatever you do, it really helps to automate. It could be laborious at times to go through all this data, so try your best to let the tools help you understand if there are trends taking place that may not necessarily be processable by a human eye and mind.**
The other thing you may want to consider here is that you're going to have all these logging activities take place all over your organization, and if that's the case, they could be disparate and you could have important trends going on in one spot and an important trend going in another, and if correlated you know that a risk is come to realization, but otherwise you wouldn't know. So you may want to consider integrating that picture somehow and this centralized logging solution will provide you that critical information so you can get ahead of an event before it actually takes place.

**Network Flow Data**

- Identify indicative patterns in the traffic.
  - Accomplished by reviewing flow data from routers
- Look for abnormal web traffic patterns.
  - May provide indication of data exfiltration
  - Alternatively, could be someone uploading a file via web

**030 That flow of data can be immense sometimes, and quite a bit overwhelming. So there are things that you may want to look at here in terms of specific patterns of traffic**
that are coming in and out of your organization. A good example here could be if I have an insider who is exfiltrating critical data. You could be looking for the kind of data that leaves your organizations, and if you have the data classified properly, you could see that it’s leaving with a simple flag on it.

Correlation Tools

- Collect/analyze multiple info sources
  - Switches, Routers, Firewalls all have logs
    - Can help to correlate events
    - Very helpful if IP’s are translated via NAT
  - IDS/IPS alerts at all levels
    - Host based, Network based (boundary and internal)
- Flow analysis
  - Traffic patterns may be indicative of something
- Ensure all clocks are set properly
  - Correlation will be extremely difficult without it.
  - Use of GPS timing and Network Time Protocol (NTP).

**031 Like I said before, automation is critical. Let computers help you understand what normal operations should look like after they’ve actually watched what normal operations look like for a while. Watched. In other words, they’re collecting data and they understand, they have a basis, for that expected information flow, and then they’re going to correlate it or compare it, to your every regular day network flow.**
At this point, if it sees differences, it will inform the operator that something may be happening. This flow analysis is very important. It could be indicative that something is happening. Now, the other thing you need to make sure is that if you're doing this correlation, that you have the timing synced up properly. It could be very difficult to operate if that is not taking place. We recommend using very standard timing system. GPS would be a good example here.

**Declaring an Incident**

- Declare an incident when you have a reason to believe there will be a negative impact.
  - We define incident as damage or intent to cause damage.
- Everything else is an "event".
  - You will see many events a day, and they could be anything.
- You need trained analysts that can make decisions.
  - They may need to draw on experience to draw conclusions.
- Might have incidents that turn out to be nothing.
  - This is expected at times. It is better to be safe than sorry.
  - Make sure you plan for this outcome when communicating with the media.

**032 This is probably the most important thing you need to bear in mind when thinking about incident response, and it's declaring the actual incident. Ask yourself, "Who has the authority to declare an incident in my organization? Do they know what they're looking for? What specific**
trip wires must they cross over to declare that incident taking place?"
If you stand up your incident response team, it's going to cost time, it's going to cost money, and you're likely going to have an interruption of your normal operations.

So you could cause damage to yourself, if you think about it, if you declare an incident and it's for a regular, every, any day event. So you have to have your people trained to make critical decisions in a timely manner, and I'm going to emphasize that timely part too. Because the longer they wait to make that decision, you could have negative impacts building in your organization. Now, they might turn out to be nothing, and that's fine. It is better safe—to be safe than sorry, but the same time, you want to make sure that you know when you actually have an incident, so that way you're not pulling off a lot of false alarms.
Notices
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